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Smart Home Monitoring System via
Footstep-Induced Vibrations

Fangyu Li"?, Jose Clemente ", Maria Valero

Abstract—Instead of using traditional intrusive surveillance
technologies such as cameras or body sensors, we propose a smart
home system sensing the footstep-induced vibrations to feature the
same functions which can be used for the assisted-living purpose.
Based on distributed sensing and processing units, we adopt a
distributed computing approach to preprocess the time-series data,
recognize footstep signals, and extract vibration features locally.
Through communications over the sensor networks, our system
is capable to estimate the occupancy via counting the number
of occupants. Besides, based on the multicomponent seismometer
sensing system, we propose a novel indoor footstep localization
method called angle constrained time difference of arrivals relying
on both angle and arrival information of the recorded waveforms.
According to separated pedestrian locations, different trajectories
of multiple people can be tracked. From the location-tracking
history, the resident’s daily activities and social interactions can be
inferred. In our experiments, the proposed system obtains promis-
ing results. Specifically, the location error is 0.14 m with a 0.11 m
standard deviation. And the multipeople identification accuracy is
above 87.83%.

Index Terms—Footstep, localization, occupancy estimation,

seismometer, trajectory tracking.
MART home technologies help to evaluate the physical
S and emotional health through one’s physical movement
signatures and the social interactions [1]-[7], e.g., elderly in-
home assistance [8], and cognitive health assessment [9]. Taking
advantage of human-system interactions, the cyber-physical
system (CPS) with pervasive and ubiquitous computing capa-
bility can be leveraged to transform a regular indoor space into
a multisensory, autonomous “smart” environment [10]-[12].
However, the privacy violation issue and indoor obstacles
reduce the applicability scope of the home monitoring systems.
Whereas, human footsteps induce the floor vibrations, which can
be detected to characterize physical conditions of the pedestrian
as well as analyze the indoor trajectory pattern to further infer
the psychological status [13]-[15]. Vibration signals do not carry
sensitive information and are not obstructed by indoor obstacles,
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so vibration-based smart home system is very promising. There
have been some vibration-based indoor applications [16], [17],
where people identification function is included, but there was
no trajectory tracking. Also, Pan et al. [16], [18] used vibration
sensors, but their system was not distributed CPS. Instead, a
centralized way was adopted, which means all data need to be
transmitted to a central processing computer. Zhang et al., [19]
measured structural vibrations, but sensors in their experiments
were not easily installed.

Smart home systems rely on sensing human activities. Related
indoor sensing studies typically use vision, radio frequency
(RF), mobile, and acoustic methods [20]. However, specific
sensing conditions and location rules are required according
to methodology assumptions, including line-of-sight, high sen-
sor density, carrying wearable devices, and so on. In contrary,
vibration-based methods provide easy-to-install sparse sensing,
which can be embedded to an Internet of Things (IoT) smart
building system [21]-[26]. Since not all traditional techniques
are suitable for vibration data from seismometers, we need to
develop a novel location method which considers the acoustic
wave properties and given instruments.

Thus, we propose to use “smart” seismometer units to detect
footstep vibrations, and then extract features corresponding to
unique walking and gait patterns [16], [19]. Keeping generality
and avoiding violating privacy, we do not ask for the identity
registration, and the number of pedestrians is adequate for
occupancy estimation [27]. This is similar to the speaker count
problem, which estimates the number of speakers participating
in a conversation [28]. With no prior information about speakers,
machine learning techniques [29] can solve the problem. Based
on the location information, the trajectory can be estimated,
which can be used to interpret one’s behavior patterns, and
determine when multiple people are interacting [30]. Social
interaction and personal activity pattern can be analyzed. Thus,
the proposed system can be used for the assisted-living purpose,
especially for elderly people who live alone.

In this article, based on footstep-induced vibrations, a smart
home system shown in Fig. 1 is proposed, which embeds foot-
step detection, occupancy estimation, localization, and trajec-
tory tracking functions. The little-explored sensor technology—
vibration sensors, i.e., seismometers, is adopted. Based on smart
IoT sensors, the proposed system achieves real-time calculation,
processing, online occupancy estimation, and trajectory track-
ing. Following are the main contributions of this article.

1) We propose a novel vibration-based smart indoor monitor-

ing mechanism. There is no existing system to implement
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Fig. 1. Proposed smart home system detects human footsteps, locates walking
positions and tracks trajectory.

our comprehensive tasks, including footstep detection,
occupancy estimation, location, and trajectory tracking.

2) We propose an innovative location method, which is based
on the additional information extracted from triaxial seis-
mometers that have not been used in the smart home
applications yet.

3) A novel occupation estimation technique is developed,
which is based on unsupervised machine learning method
without any prior information.

4) The footstep trajectory for single and multiple people can
be obtained, which has the potential to infer the person’s
physical condition and analyze social interactions.

II. SYSTEM AND ALGORITHM DESIGN

We propose an end-to-end system, whose flow chart is shown
in Fig. 2. Here, we discuss key steps one by one. At the end of
this section, the system architecture is also described.

A. Sensing

From the mechanics’ viewpoint, footstep energy travels
through the floor media to vibration sensors. Using networked
seismometers attached on the floor, we record footstep vibration
signals. We use a sensitive seismometer to collect vibration
data. The three-channel (triaxial) seismometer has a 1000 Hz
sampling rate with an 8 Hz corner frequency. Unlike the previous
work using single component seismometers [31], [32], not only
the vertical vibration but also horizontal vibrations are obtained
by our triaxial seismometers. The three-channel recorded data
respect to movements on directions north (N), east (E), and
vertical (Z), which enable us to propose an innovative indoor
location approach, whose details are discussed in Section II-D.
The seismometer is installed in a corner on the floor and sen-
sors form a sparse mesh network.! A low-cost single-board
Raspberry Pi is employed to record data, apply computation
tasks locally and communicate with other units. Raspberry Pi

User datagram protocol (UDP) is used in our system to establish a low-
latency and loss-tolerating mesh network.
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receives data from the seismometer and saves raw data to a local
database, which will be discussed in Section II-F. The online
data collection is 24/7 continuous. To process data in real time
and obtain accurate location results, the sensor synchronization
is important, which is done by global positioning system (GPS)
just one time when the system starts.

B. Footstep Detection

To extract footstep signals from the background for analysis,
we first need to remove noises from recorded data. Then a
footstep isolation step is implemented to isolate footsteps.

1) Preprocessing: The building is constantly shaking and
generates background vibration noises to the interested foot-
step vibration. Besides, the air conditioners (AC) and other
appliances also generate vibrations. Unlike the simple environ-
ment noise in [32], which can be removed using a highpass
filter, our background noise is not limited at a given frequency
range. Therefore, to improve the signal-to-noise ratio (SNR),
we need to remove the background noise adaptively. A wavelet
denoising technique is applied to recorded data to suppress
nonstationary noises. However, instead of using a fixed threshold
[20], we adopt a relative threshold according to the signal
strength. Fig. 3(a) shows a raw data example. It is clear that
our background noise is not band limited, so a simple bandpass
or highpass filter can not generate satisfying filtering results. The
time domain denoising result based on the wavelet thresholding
method is shown in Fig. 3(b).

2) Footstep Detection and Isolation: After denoising, we
apply a signal segmentation step to extract footstep vibrations,
which means we need to recognize a footstep-induced signal
from the background. Considering the complexity and effi-
ciency, we adopt a change point detection algorithm based on
the second-order statistics, short time average over long time
average method, which is usually applied in the seismic event
detection [33], [34]. Fig. 4(b) shows footstep isolation results,
where the signals between blue (onset) and pink (ending) bars
are recognized footstep vibrations.

C. Occupancy Estimation

The occupancy estimation means to count the number of
occupants over a given time period. First, our system extracts
features of footstep events. Then a machine learning clustering
model is generated to estimate the occupancy. Traditional person
identification projects used supervised machine learning models,
such as support vector machine (SVM) and its derivations [16],
[31]. Since occupants are not registered, we propose to use a
clustering method to estimate the number of walking people
rather than who is walking. In addition, instead of using a
supervised model, such as k-nearest neighbor classier [35], we
use an unsupervised model to enhance the system versatility, so
no supervision information is needed.

1) Feature Extraction: To characterize footstep signatures,
features should be extracted [36], [37]. Vibrations and sound
pressure responses of human footsteps in buildings can be
broadband and frequency-dependent [38]. Different vibration
signatures from different walking styles have been studied [39].
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Fig. 2. Proposed system includes sensing, footstep detection, occupancy estimation, location and trajectory tracking. The whole system is introduced in detail
in Section II. The smart sensor properties are mentioned in Section II-A. Signal processing methods used in the footstep detection are discussed in Section II-B.
Machine learning details about occupancy estimation are covered in Section II-C. The proposed indoor location and trajectory tracking methods are discussed in

Sections II-D and II-E.
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Fig. 3. (a) Raw data before denoising. (b) Signal after denoising in the time
domain.

Footstep features include single footstep features [32], as well
as gait features [40]. We compute features in both time and
frequency domains, including:

1) time domain: event duration, maximum peak, standard de-
viation, location of maximum peak, entropy, three values
before maximum peak, first three peak values, three values
after maximum peak;

2) frequency domain: spectra, location of first three spectral
peaks, centroid frequency, number of spectral peaks, first
three peak values.

2) Counting via Clustering: We propose to use a cluster-
ing technique to estimate the number of occupants. Clustering
techniques group similar objects, which are extracted footstep
features in our article. The classic “k-means” method minimizes
mean squared distances from all points to their respective cluster
centers [41], but the “k” needs to be defined beforehand. In
some prior work, a Markovian framework has also been used
for occupancy estimation [42]. However, the computation cost
is high for a real-time, online processing in IoT devices. In
addition, to broaden the application range, no prior information
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Fig.4. Footstep isolation results. (a) Raw data. (b) Isolated footstep vibrations
from the denoised data.

should be assumed. Here, we use the density-based spatial clus-
tering of applications with noise (DBSCAN) technique, which
is a density-based clustering algorithm to group close sample
points in the latent space [43]. DBSCAN starts with a random
starting point that has not been clustered. If it contains sufficient
neighboring points, a cluster is formed; otherwise, the point is
labeled as noise.

D. Location

Location techniques require the prior knowledge of the vi-
bration propagation speed and seismometer locations. Several
units are needed to detect the event location. We incorporate four
units to reduce the location error margin. To initialize the floor
velocity map, we first repeatedly carry a hammer test to generate
impulse signals. As we know the ground truth of the hammer
location, based on the time differences among seismometers, the
floor velocity can be estimated. From Fig. 5, the average floor
velocity is around 400 m/s.

The typical location methods such as angle-of-arrival (AOA),
time-of-arrival (TOA), time-difference-of-arrival (TDOA),
Doppler shift frequency-difference-of-arrival (FDOA), or
received signal strength (RSS), were mostly designed for RF
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Fig. 6. Footstep vibrations recorded by the same seismometer but on two

different channels. The waveform differences between the two axes can be used
to determine the signal arrival direction.

or Wi-Fi signals with sensor arrays [20], [32], [44], [45]. In
addition, different than radio wave propagation which can be
disturbed by the obstructions in the space, footstep vibration sig-
nals propagate through the floor. So traditional RF and reflection-
based location methods are not suitable for our system. Since we
are using isolated seismometers instead of sensor array systems,
typical beamforming techniques cannot be adopted too [20].
Based on isolated triaxial seismometers, we can obtain in-
cident angles between footsteps and sensors. Then footstep
location is determined through the intersection of a number
of pairs of angle directions. For estimating the location of any
entity in two dimensional (2-D), the method requires at least two
known reference points (seismometer locations) and two angles
(61, 0>), respectively. To obtain wave propagation angles, we
take advantage of the triaxial seismometer. Received data have
two orthogonal ground-motion records corresponding to the east
and north components (noted E and N, respectively), as shown
in Fig. 6. Configuration of a 2 X 2 covariance matrix over the
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Fig. 7. Angles corresponding to the footsteps shown in Fig. 6.
two components is
c Cov(E,E) Cov(E,N) o
Cov(N,E) Cov(N,N)

where Cov(e) denotes the covariance. Eigenvectors of (1) form
an orthogonal base, from which the wave orientation can be
estimated. We organize eigenvalues so that A1 > Ao with U,
i =1,2 as the eigenvector. Then, the wanted angle 6 is the
direction of U . Figs. 6 and 7 show three segmented footsteps and
associated angles to the seismometer. As footstep locations are
different when people are walking, relative angles are changing.
However, because of the uncertainty caused by the sensing
system, the angle-based method would result in large location
errors. So we propose an angle constrained time difference of
arrivals (ATDOA) method, which is an optimization method to
estimate a 2-D location vector
N
argmin 2)
e=(z,y)T =

(W78 =7 [l +2 1167 =0 1))
1

where e = (z,y)T € R? is the footstep location, s, = [z,
yn]T, n =1,..., N denote the coordinates of the N sensors,
SO Min(sm [2m]) < ¢ < max(sm[n]), and min(sm,[ym]) <
y < max(Sm|ym]). Every single node determines the foot-
step event arrival time and direction angle. 7, =ty + dT" is
the time difference of arrival for sensor n, and it is com-
posed for the time when the event starts tg and the trans-
mission time between the source and sensor n. d, =|| e —
sn||= V(@ —2,)2+ (y —yn)? n=1,...,N, denotes the
Euclidean distance between the source and sensor n. v is the
propagation velocity matrix obtained from the calibration pro-
cess. We eliminate the assumption of constant speed [45] due to
the propagation velocity value is not constant. 6(-) denotes the
arrival angle. 7 and 0 are the estimated arrival time and angle
of location e = (x, )7 Fig. 8 shows a sketch of our ATDOA
footstep location algorithm.

E. Trajectory Tracking

To track multiple people, we implement the trajectory tracking
via three steps. Footstep separation, location, and interference
removal. Assume our system receives a sequence of detected
footsteps, f1, fo, . . ., fi, located at position e, with a time stamp,
tx. We use f, = f(fi_1,ur) +wy and e, = h(fy) + vy to
denote the transition and observation equations, respectively,
where uy, is the control vector, wy, and vy, are the process and
observation noises which are both assumed to be zero mean.
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Fig. 8. Proposed ATDOA location method combines the advantages of time
difference and angle-based methods.
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Fig.9. Smarthome monitoring system architecture. Data access layer includes
access to a InfluxDB [47] database. Data preprocessing layer involves the
background noise filtering and SNR improvement. The model layer manages
algorithms for footstep detection, occupancy estimation, and localization and
trajectory tracking. The communication layer includes the use of UDP protocol.
The interface layer manages data visualization in Grafana tool [48].

J ‘ Interface Layer

The function f computes the predicted state from the previous
estimate. The function i computes the predicted measurement
from the predicted state. To overcome interferences of noise
and uncertainty in location results, an extended Kalman filter
(EKF) [46] is used to infer true underlying nonlinear pedestrian
trajectories. Once the trajectory of a pedestrian is estimated,
the trajectory map of one area can be obtained by stacking all
trajectories from different people together.

F. System Architecture

The smart home monitoring system has been built on top
of the layered architecture shown in Fig. 9. The “Data Access
Layer” is composed by the sensing phase. The streaming data
are stored inside each node. A database is used to save current
data; however, to allow real-timing of the results, we employ
a data buffer that sends information to the following layer for
preprocessing. The buffer size can be configured in the system. In
the “Data Preprocessing Layer” a background removal process
is performed. Also, this layer applies data segmentation for
footstep isolation. Once the events have been isolated, in the
“Model Layer,” the feature extraction algorithm extracts the fea-
tures of the footstep signals locally. The “Model Layer” uses the
“Communication Layer” to exchange features as well as footstep
event arrival angles and time over the network. Note that after
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Fig. 10.  Three structural types and the sensors configuration for each of them.

communication, the “Model Layer” can perform the multipeople
separation and footstep location by using information of other
nodes. The “Interface Layer” is in charge of showing results
in real-time. Results include a mapping of the trajectory over a
certain period of time.

III. EXPERIMENT AND EVALUATION
A. Experiment Setup

To measure its robustness, we evaluated system performances
in three different types of floors with six participants. The three
floor types and their configurations are shown in Fig. 10. The first
structure is a carpeted-concrete floor from our lab. The second
structure is a wooden-concrete floor from a living room of a
residential house. The third structure corresponds to a carpeted
wooden floor from a second-floor of a residential house. The
total sample number is more than 1000.

B. Location and Trajectory Tracking Evaluation

To evaluate the location accuracy, we conducted experiments
with footstep-induced vibration signals collected when people
asked to step on the specific points. Fig. 11 shows the experiment
setup and location results of ten footsteps at every point. The
errors between the real and estimated locations from TDOA and
ATDOA are measured. The average error of TDOA is 0.27 m
with a standard deviation of 0.15 m, while those with ATDOA are
0.14 and 0.11 m, respectively. Note that our estimated location
results from ATDOA are better.

Figs. 12 and 13 show a single person trajectory tracking
example. One person is walking along a designed path in the
testing area, and his footstep locations are recorded. It is clear
that based on the relatively accurate location results and the EKF
method, the footstep trajectory can be estimated.
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Fig. 12.  Trajectory tracking experiment with a single person walking.
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Fig. 13. Trajectory tracking results of the single person walking experiment.

C. Occupancy Estimation Evaluation

We only investigate the number of occupants from one to four,
which is sufficient based on the research that shows that multiple
people tend to walk in smaller units with less than four people
[35]. Table I shows the clustering accuracy in our experiment.
We group people from one to four, and record footsteps, then the
unsupervised clustering method is used to estimate the cluster
number. It is not surprising that we achieve the highest accuracy

IEEE SYSTEMS JOURNAL, VOL. 14, NO. 3, SEPTEMBER 2020

TABLE I
OCCUPANCY ESTIMATION ACCURACY (MAXIMUM
FOUR PEOPLE WALKING)

1P 2P 3p 4P
Accuracy | 92.06% | 88.89% | 89.79% | 87.83%
Posit Truth o Posit Truth
OSI_IVe legative ositive legative
2| 53.96% @ 1.587% z| 21.95% 3.04%
Qo °
8, 8,
* 5| 9523% 34.92% | “ | 3.04% @ 71.95%
z z
(2) (b)
Fig. 14.  Confusion matrices. (a) Two people walking. (b) Four people walking.

for the single person walking scenario. However, we did not
expect the three people identification accuracy is higher than
two people. The reasons could be related to the dataset, because
we only have limited data, the hyper parameter selection is influ-
enced by the existing people. Though four people identification
accuracy is lower than in other cases, 87.83% is still a better
result compared with the previous work [35].

We further evaluate our clustering method to distinguish
different footsteps with more metrics. In machine learning, a
confusion matrix is a specific table layout that allows visualiza-
tion of the performance of an algorithm [49]. In the confusion
matrix, true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN).

The first metric gives the proportion of actual positive events
that are correctly identified as positives by the classifier called
Recall (Re = TP/(TP + FN)). Precision, the second metric,
reflects the proportion of events classified as positive that are
positive (Pr = TP/(TP + FP)). Fig. 14 shows the confusion
matrices of two and four people walking scenarios, and other
two scenarios can be easily inferred. For the two people walking
scenario, Re = 0.849 and Pr = 0.964, while for the four people
walking scenario, Re = 0.878 and Pr = 0.878. It is clear that
our proposed method works well for occupancy estimation based
on walking footstep separation.

IV. CONCLUSION

In this article we have presented a footstep vibration sensing
system that monitors the indoor people walking activity. The sys-
tem achieves sparse sensing with limited seismometers to cover
an indoor monitoring area and utilizes key footstep signature
features to conduct the occupancy estimation. A novel location
method is proposed to obtain footstep locations. Furthermore,
with estimated footstep locations, we evaluate the trajectory
tracking. Our article suggests a smart environment system based
on CPS and IoT devices has promises in physical condition
analysis and social interaction assessment.
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