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Distributed Sensor Networks Based Shallow
Subsurface Imaging and Infrastructure Monitoring

Fangyu Li , Maria Valero , Yifang Cheng, Tong Bai , and WenZhan Song

Abstract—Distributed sensor networks can be used as passive
seismic sensors to image and monitor subsurface and underground
activities. Passive seismic surface-wave imaging adopts background
ambient sounds from a far-field energy source. Because high fre-
quency components decay a lot between the neighboring stations,
conventional sparse sensor networks cannot image small-scale and
shallow objects. In this article, we propose to use local seismic
spatial autocorrelation coefficients, obtained by the combinations
of independent dense sensor network measurements and pre-
processed readings of its neighbor(s), to perform real-time collab-
orative imaging of the shallow subsurface objects. First, we derive
the high-frequency spectral coefficient based shallow subsurface
imaging method. Then, we apply the proposed approach to image
a shallowly buried pipeline and obtain promising results. Further-
more, based on a time-lapse manner, the water leakage from the
buried pipeline can also be detected using distributed computations
between sensors. Comparisons and analysis of field deployments
are made to validate the effectiveness and performance of the
proposed method.

Index Terms—Shallow subsurface imaging, high-frequency
components, seismic interferometry, infrastructure.

I. INTRODUCTION

SHALLOW SUBSURFACE imaging is of great importance
for understanding underground infrastructures, especially

in civil engineering [1]–[3]. The seismic ambient noise imaging
methods leverage background noises, such as traffic, railways
as well as natural sources like long-distance earthquakes, as
sources [4]–[6]. Utilizing the source energy, depth information
is extracted from the dispersive frequency-phase velocity curves
associated with the surface-wave propagation [7]. Compared
with the intrusive investigation using borehole survey, passive
surface wave methods have gained increasing popularity re-
cently due to their non-intrusive nature [8].

Based on the Rayleigh wave analysis, the spatial autocor-
relation (SPAC) method was proposed by Aki [9], which has
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been generalized in [10] and restated in [11]. The SPAC method
extracts the scalar seismic velocity irrespective of the number of
sources and the azimuths of the surface waves [12]. Also, SPAC
methods have a higher resolution than f − k methods [13]. Cho
et al. [10] proposed to use power-special densities to obtain a
higher resolution than SPAC.

To image shallow subsurface, high frequency information
should be considered. As stated in [14], high frequency surface
waves have short wavelength, only travel in a shallow depth, and
are very sensitive to shallow infrastructures. However, because
of the sparse deployment of traditional seismic arrays, high-
frequency components decay a lot between the geophone sta-
tions, and cannot be used for seismic imaging. Taking advantage
of the merging sensor network technique with a dense sensor
array [2], [4], [7], [15]–[17], we can obtain seismic data with
more adequate high frequency components for shallow subsur-
face imaging with an improved resolution. In [18], a deployment
with the high spatial resolution was adopted for urban structure
analysis thanks to the dense seismic array. Moreover, another
ambient noise based method-interferometry has also been used
to obtain 1D velocity model in Japan [19] and the depth of
bedrock in Singapore [8].

However, current shallow subsurface imaging approaches
typically involve manual collection of raw seismic data from
sensors to a central server, as well as the post-processing and
analysis. Thus, they do not have the capability of obtaining in-
formation in a real-time and automatic manner. Sensor network
technology is a distributed approach with the ubiquitous in-situ
computing and real-time processing ability [2]. Thus, distributed
sensor network (DSN) based shallow subsurface imaging can
be used to capture the temporal evolution processes, such as
water leakage. We can implement the imaging system in a
time-lapse manner, which has been widely used in monitoring
velocity variations caused by underground mining [20], volcano
eruptions [21], oil/gas production [22], reservoir flow [23], CO2

sequestration [24], major earthquakes [25] and so on.
In this paper, we propose a shallow infrastructure imaging

and monitoring technique based on cooperative seismic sensor
networks, as shown in Fig. 1. High-frequency components of
SPAC coefficients are extracted to specifically image shallow
infrastructures. And a time-lapse continuous monitoring is im-
plemented to detect velocity variations, such as water leaks. The
contributions of our work are:

1) We propose to use high-frequency components to obtain
high resolution shallow imaging results, which are promis-
ing for infrastructure mapping;
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Fig. 1. Shallow infrastructure imaging based on distributed sensor networks.
The surface sensor network performs the ambient noise imaging to map velocity
variances caused by underground infrastructures, e.g. pipeline.

Fig. 2. A seismic surface wave propagation illustration. There is a plane wave
arriving from a single direction φ at a given velocity c(ω) to a circular seismic
survey.

2) A distributed algorithm for the proposed method is devel-
oped based on DSN. And a prototype system is imple-
mented with the in-situ computation ability.

3) We propose a method (tSPAC) to continuously monitor the
velocity changes caused by fluid saturation around shallow
infrastructure.

4) We have accomplished field experiments of the proposed
approach. We successfully imaged a shallowly buried
pipeline as well as the water leakage from it, which
validated the feasibility of our method and system.

The remainder of this paper is organized as follows. Section II
introduces the proposed method. In Section III, we describe
the detailed algorithm to implement the proposed method. Our
field deployment experiment results are presented and discussed
in Section IV, where both pipeline imaging and water leakage
detection are included. In addition, we also discuss the control-
ling factors, trade-offs and related works in Sections V and VI.
Finally, Section VII concludes the paper.

II. METHOD

A. Rayleigh Wave

The Rayleigh wave is assumed as a single, deterministic har-
monic plane wave component which propagates from azimuth
φ with angular frequency ω and absolute wavenumber k [9], as
shown in Fig. 2.

The contribution of the harmonic waves to the Z component
seismograms at location (r, θ) is obtained by correcting the
phase delay and the axis rotation:

Z(ω, k, φ; t, r, θ)

= exp[−iωt− irk cos(φ− θ)]h(ω, k)ζ ′R(ω, k, φ), (1)

where ζ ′R(ω, k, φ) denotes the complex Fourier spectra of the
Rayleigh wave, and the superscript R indicates the Rayleigh
wave. The complex function h(ω, k) describes the amplitude
ratio (reciprocal of the ellipticity) between the vertical and
horizontal components of the Rayleigh waves [26].

By triply integrating the above harmonic wave components
over all frequencies, wavenumbers and arrival directions, we
obtain the following general representation for the vertical com-
ponent {Z} of the random field of the geophone:

Z(t, r, θ) =

∫ π

−π

∫ ∞

0

∫ ∞

−∞
exp[−iωt− irk cos(φ− θ)]. . .

h(ω, k)ζ ′R(ω, k, φ)dωkdkdφ,

=

∫ π

−π

∫ ∞

0

∫ ∞

−∞
exp[−iωt− irk cos(φ− θ)]. . .

h(ω, k)ζR(dω, dk, dφ), (2)

where, ζR(dω, dk, dφ) is an integrated spectrum, which can be
expressed using the frequency-wavenumber-direction (FWD)
spectral density function FR as:

〈ζ(dω, dk, dφ)ζ∗(dω,′ dk,′ dφ′)〉
= δ(ω − ω′) [δ(φ− φ′)δ(k − k′)/k]

· FR(ω, k, φ)dωdω′k(dkdφ)(k′dk′dφ′)

= δ(ω − ω′)δ(φ− φ′)δ(k − k′)

· FR(ω, k, φ)dωdω′kdkdk′dφdφ,′ (3)

where, ‘*’ denotes the complex conjugate; δ(·) stands for the
Dirac function. The above expression states that the wavefield
is assumed to be stationary in both time and space, which
means the increments in frequencyω, wavenumber k, and arrival
direction φ of function ζ(dω, dk, dφ) are mutually uncorrelated.
Specifically, δ(ω − ω′) denotes the stationarity in time, while the
stationarity in space is represented by δ(φ− φ′)δ(k − k′).

The FWD spectral density function FR(ω, k, φ) is defined
under the assumption that the power of Rayleigh wave concen-
trates on discrete NR modes, which is expressed as:

FR(ω, k, φ) =

NR∑
q=1

fR(q)(ω, φ)δ(k − kR(q)(ω))/k, (4)

where fR(ω, φ) is frequency-direction spectral density repre-
senting the intensity of the (q − 1)th mode of Rayleigh wave
arriving from direction φ with frequency ω. Note that the
wavenumber becomes a multivalued function of frequency.
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B. SPAC

Aki [9] proposed the SPAC method for surface wave imaging.
Suppose there is a circular seismic sensor array as shown in
Fig. 2. SPAC between the seismic wavefield obtained at a point
(r, θ) on the circumference and that obtained at its center O can
be defined as:

ρZ(ω, r, θ) = F 〈Z(s, r, θ)Z∗(s− tlag, 0, θ)〉, (5)

where, the vertical-motion record (Z component) is defined
in Eq. (2). F denotes the Fourier transform; ‘*’ denotes the
complex conjugate; 〈·〉 stands for the ensemble mean; s is the
time variable and tlag is the time lag.

Substituting Eqs. (2), (3), and (4) into Eq. (5) yields:

ρZ(ω, r, θ) =

NR∑
q=1

∫ π

−π

exp
[
−irkR(q)(ω) cos(φ− θ)

]
. . .

|h(q)(ω)|2fR(q)(ω, φ)dφ, (6)

where the function h(ω, k(q)(ω)) has been rewritten as h(q)(ω)
for the sake of simplicity.

The azimuthally averaged spatial autocorrelation coefficient
ρ̄Z0(ω, r) which is the azimuthal average ρ̄Z(ω, r) of the spatial
autocorrelation function ρZ(ω, r) normalized by the central
value ρ̄Z(ω, 0), is defined as:

ρ̄Z0(ω, r) =
ρ̄Z(ω, r)

ρ̄Z(ω, 0)
, (7)

ρ̄Z(ω, r) =
1

2π

∫ π

−π

ρZ(ω, r, θ). (8)

By substituting Eq. (6) and Eq. (8) into Eq. (7) and using the
relation in Eq. (9):∫ π

−π

exp[−irk cos(φ− θ)− imθ]dθ

= 2πJm(rk) exp[−im(φ+ π/2)], (9)

we have

ρ̄Z0(ω, r) =

NR∑
q=1

J0

(
rkR(q)(ω)

)
α(q)(ω), (10)

where Jm(·) denotes the Bessel function of the first kind of order
m, and

α(q)(ω) =
|h(q)(ω)|2

∫ π

−π f
R(q)(ω, φ)dφ∑NR

q=1 |h(q)(ω)|2
∫ π

−π f
R(q)(ω, φ)dφ

. (11)

is the power partition ratio of the (q − 1)th mode to the total
power of the Rayleigh waves in vertical motion, and satisfies
the following relationship:

NR∑
q=1

α(q)(ω) = 1. (12)

It is possible to estimate the value of the argument rkR(q)(ω)

by the Eq. (10), because the azimuthally averaged spatial auto-
correlation coefficient ρ̄Z0(ω, r) can be estimated from circular

Fig. 3. Weighted SPAC coefficient estimation. A weight is assigned to each
node to leverage the spatial correlation density. For example, in the annotated
example neighborhood, Nodes A, B and C are boundary nodes with 3 connec-
tions, while Node D is a sink node with 6 connections. So in the SPAC coefficient
estimation, Node D should have a larger weight.

array measurement records. Of special interest here is the case
where only the fundamental mode of Rayleigh waves dominates
(NR = 1). In this case, the value of rkR(ω) can be estimated
by simply inverting the function J0(·) using the observed value
of ρ̄Z0(ω, r). One can subsequently estimate the wavenum-
ber kR(ω) since the array radius r is known, and finally the
phase velocity by cR(ω) = ω

kR(ω)
, whose details are available in

Section II-D.
As a special case, if the fundamental mode dominates the

Rayleigh wave wavefield, Eq. (10) can be simplified to:

ρ̄Z0(ω, r) = J0
(
rkR(ω)

)
, (13)

where kR stands for the wavenumber of the predominant
mode Rayleigh waves. And since in this situation (NR = 1),
α(1)(ω) = 1, which has been omitted.

C. Weighted SPAC

In the general case, where the dominance of a single mode
cannot be assumed, we have two unknowns for each mode,
namely kR(q)(ω) and α(q)(ω)(q = 1, . . ., NR). Aki proposed
deploying arrays of (Nr ≥ 2 NR − 1) different radii [9], setting
up the observation Eq. (10) for each radius and solving them
simultaneously with the compatibility condition in Eq. (12). In
the least-squares sense, SPAC coefficients can be obtained in a
generalized way:

min
Nr∑
i=1

⎡
⎣ρ̄Z0(ω, ri)−

NR∑
q=1

J0

(
rik

R(q)(ω)
)
α(q)(ω)

⎤
⎦
2

s.t. Eq. (12). (14)

In Eq. (14), data from sensors located in the same radius are
treated equally. However, we need also to consider the spatial
confidence level of the sensor location in the shallow subsurface
imaging network. As shown in Fig. 3, the confidence level of
one sensor depends on the number of its neighboring nodes.
For example, the “central” nodes have higher spatial correlation
densities, which mean the cross-correlation pair number over
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the whole network denoting the sensor location, and should be
given higher confidences in the SPAC coefficient estimation;
while, the nodes on the boundaries would have lower spatial
correlation densities, and smaller weights.

Thus, we can further develop a weighted SPAC estimation
expression of the same radius ri with Mi sensors:

min

Nr∑
i=1

M∑
mi=1

⎡
⎣ρ̄Z0(ω, ri)−

NR∑
q=1

wmiJ0

(
rik

R(q)(ω)
)
α(q)(ω)

⎤
⎦
2

,

(15)
where wmi denotes the weight of mth sensor with the same
radius ri, which is estimated based on the spatial correlation
density in the network.

D. Phase Velocity Estimation

Generally, the estimation of near surface velocity profiles is
based on SPAC coefficients [27]. Then the body wave velocity
structure can be obtained by the inversion of the dispersion data.
SPAC coefficients can be viewed as a function of inter-station
distance r. And the phase velocities can be extracted by finding
the best fit between the observed and the theoretical SPAC
coefficients. In [28], a frequency dependent weight factor A(ω)
was added to balance the difference in the normalization. As a
result, phase velocity c(ω) can be estimated by a grid search to
minimize [29]:

argmin
θ

f(x) = Misfit(ωi, Ai, ck)

= RMS
(
ρ(r, ωi)−AiJ0

(
rik

R(q)(ω)
))

,

(16)

where ρ is a general SPAC coefficient, and RMS(·) denotes the
root mean square function.

Specifically, the phase velocities are estimated by fitting the
observed SPAC coefficients to the Bessel function. Based on
Eq. (13), one of the variables of the Bessel function is the wave
number k = 2π

λ
= 2πω

c . This means, the coefficient of SPAC is
related to the seismic phase velocity through the Bessel function
of the first kind of order zero:

ρ(r, ω) = J0

[
2πωr

c(ω)

]
, (17)

where c(ω) is the velocity at frequency ω. The curve of SPAC
coefficients is fitted to the Bessel equation in order to obtain the
argument for the Bessel function xB which is correlated with the
value of 2πωr. Therefore for each argument of Bessel function
xB
i we can find phase velocity at frequency ωi,

c(ωi) = 2πωr/xB
i . (18)

Fig. 4 shows an example of calculated SPAC coefficients and
the corresponding velocity estimation [30].

To sum up, the SPAC coefficient calculation and phase veloc-
ity estimation are both constrained by the frequency range. As
stated before, the imaging resolution and sensitive depth range
correspond to the wave properties, which are directly related
to the frequency component selection. Thus, we can select the

Fig. 4. (a) SPAC coefficients. (b) Bessel function of order zero. (c) Phase
Velocities. [30]

specific frequency range to image certain objects at a given
depth.

E. Time-Lapse Imaging

To achieve the time-lapse imaging, we modify the SPAC
function in Eq. (5) to a tSPAC version:

ρtSPAC(t) = T (ρSPAC) = T
(

SPAC

{
u(t)

∣∣∣∣
t+ 1

2Δτ

t− 1
2Δτ

})
, t ∈ R+,

(19)
where Δτ is the analysis window size, T (·) is an online pro-
cessing function, while SPAC{·} denotes the SPAC calculation
within an analysis window. As an online technique, ρtSPAC(t)
is calculated and updated using recorded waveform from the
streaming sensor. Note that because we mainly discuss the
time-lapse imaging here, the sensor measurement is written as
u(t), and location (r, θ) is not specified.

F. Local Normalization

To deal with the issue of unbalanced waveform amplitudes,
we design a local normalization operator with a sliding-window:

ū(t) =
u(t)

max [|u(t−Δτ/2 : t+Δτ/2)|] . (20)

This operator normalizes the recorded data by the maximum
absolute value in a local window centered around the time t.

III. DISTRIBUTED IMAGING ALGORITHM

To acquire in-situ shallow subsurface imaging, we implement
the proposed approach on DSN [4], [7]. In our system, every
node reads data continuously and starts the in-situ signal pro-
cessing process. The analysis window size is configurable in the
system. Every node individually executes the data preparation,
after which signals are compressed to a suitable size and trans-
mitted in the network to improve the communication cost and
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Algorithm 1: Distributed Shallow Subsurface Imaging and
Monitoring.

1: Input: Size of correlation-window t
2: Input: Total size of correlation T
3: Input: Station location xi, radius r, station number i
4: While During the deployment period
5: While Correlation time T do
6: Prepare data Zi(t) of size t
7: For each node j in the ring of i & j is available
8: Receive Zj(t) from node j
9: Correlate Zi(t) and Zj(t) to get the coefficient

CCij

10: Stack correlation CCij between nodes i and j over
T

11: End For
12: End While
13: Calculate SPAC coefficient ρ(r, ω) for each frequency

ω
14: Select target frequency range
15: Estimate velocities by fitting Eq. (14).
16: Broadcast 1D velocity vector
17: For each sink sensor
18: Receive velocity 1D vector from every sink sensor
19: End For
20: Invert the phase velocity to shear wave velocity and

generate the velocity structure
21: Output: velocity structure
22: End While
23: Output: Time-lapse velocity model

meet the bandwidth limitations. We use zlib data compression
algorithm [31] and achieve a compression rate of ∼50%. A
distributed algorithm is proposed and described in detail in
Algorithm 1, which is based on a sink node (node located at
the center of each ring) perspective. Other nodes in the ring
just gather data, prepare the data for transmission, compress
and broadcast the data to sink sensors. Note that this process is
performed in parallel for all rings and sink nodes in the network.
We use User Datagram Protocol (UDP) for broadcasting the
data. In the first part of the algorithm (lines from 5 to 12), the
sink sensor i prepares its own data and correlate with the data that
come from the nodes in its ring (nodes j). Note that to further
diminish the communication cost, nodes can transfer just the
frequency range of interest. Then, the sink node stacks the result
of the window t with the result t− 1. Stacking over increasingly
long time-series, on average, improves the signal-to-noise ratio.
The aforementioned procedure is performed during a time T
(configured in the system) in which many windows of time t
are correlated and stacked. For instance, we can perform the
cross-correlation in windows of size t = 5minutes, and continue
doing that for T = 10 hours.

In the second part of Algorithm 1 (lines from 13 to 15), the
SPAC coefficients are calculated by using the average of the
correlations as defined in Eq. (14). Then, the phase velocities are
estimated by fitting the observed SPAC coefficients to the Bessel

Fig. 5. (a) Hardware components. (b) Seismograph nodes (for space reasons
we omitted solar panels in this picture).

function. Here, sink sensors calculate velocity for the selected
frequency range. The velocity estimation leads to a 1D vector
that is considered as the 1D subsurface image. The subsurface
imaging is performed by all sink sensors at each ring. To estimate
a 3D map, sink nodes perform the third part of the algorithm
(lines from 16 to 21).

In this third part, sink sensors at each ring broadcast the
velocity information to the other sink nodes, and they perform
an interpolation process to form a subsurface map with all the
frequencies in consideration. Each layer represents a subsur-
face depth. With this information, we can analyze the velocity
variations and determine the presence of subsurface structures
within the subsurface. Besides, based on Eq. (19), the velocity
maps estimated from different time can be combined together
to generate a time-lapse velocity map for characterizing the
temporal velocity variations.

IV. EXPERIMENTS

A. Prototype System

A prototype instrument to implement the proposed algorithm
is shown in Fig. 5. It has geophone, GPS (global positioning sys-
tem), computing board, wireless radio, solar panel and battery.
Each sensor node is equipped with a wireless radio to self-form
a network for communication and data exchanges. The GPS
provides precise time stamp and location information for each
node. The computing board inside is Raspberry Pi 3 [32], which
has 1.2 GHz CPU, 1 GB RAM and GPU for intensive local
computing when needed. The main components are inside a
water-proof box for protecting them from harsh environment.
Our seismic sensors devices were designed and developed to be
computation-enabled and energy-efficient.

B. Field Deployment 1: Pipeline Imaging

We deployed the prototype of the proposed system on the
campus of the University of Georgia (UGA). This particular
area has an underground metal water transportation pipeline.
The area and a visual part of the pipeline are shown in Fig. 6,
which is provided by the UGA Facilities Management Division,
so this map can be treated as a ground truth for the validation pur-
pose. We implemented the proposed shallow subsurface imaging
method in a wireless network system, whose parameters for this
experiment are listed in Table I.
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Fig. 6. Pipeline map at UGA campus, provided by the UGA Facilities Man-
agement Division. Red frame indicates the deployment location and the target
pipeline.

TABLE I
DEPLOYMENT PARAMETERS USED IN UGA EXPERIMENT

Fig. 7. Deployment location at UGA campus. Upper right: A visual of the
pipeline that is with a depth around 1.6 meters. Pipeline structure is under the
deployment location. The thirteen sensor nodes form two main ring with radii
r1 and r2. Notice other sub-rings can be formed inside the main rings.

Using a mesh network, we use wireless communication and
in-situ computation to generate almost real-time subsurface
velocity images. Due to default SPAC method configuration,
the mesh configuration is a circular array, shown in Fig. 7. The
target underground pipeline is located under the surface at an
approximate depth between 1.5 and 1.8 meters. Thirteen (13)
seismic nodes were used for this test, and they formed a seis-
mic mesh network for communication and collaboration. The
approximate distance between sensor was 3 meters; they were
located over the pipeline area. The instruments were placed in the

Fig. 8. Cross-correlation between pair of stations (Station 11 and Station 13 in
Fig. 7).

Fig. 9. (a) SPAC coefficients. (b) Velocity obtained from SPAC.

field in a ring-based topology as shown in Fig. 7. For illustration
purposes, we only shows the geophone locations (without other
instruments) and two rings illustration. The instruments must
be placed over the structure to locate, for example a pipeline or
tunnel.

Once the battery is connected to the sensors, the system auto-
matically calibrates itself and finds GPS signal for synchroniza-
tion. The system parameters are read from configuration files and
the sensor reading from the medium starts. Human intervention
is minimal, but the system is completely monitorable using a
laptop connected to the mesh network.

The system allows the configuration of the analysis frequency
range (configuration file), which incorporates flexibility to the
approach. Fig. 8 shows another cross-correlation result after
stacking seven hours of cross-correlation. The cross-correlation
results were obtained and stacked every 5 minutes. After T
hours of continuous system execution, SPAC coefficients will
be estimated based on the cross-correlation calculation. Then,
based on the depth sensitivity kernel theory [33], shear wave
velocity is inverted in the sink sensor.

Fig. 8 shows the cross-correlation coefficients calculated
between two sensors. Based on the cross-correlation, we can
estimate the SPAC coefficients, as shown in Fig. 9(a). Because
we have not applied any spectral constraints, the SPAC co-
efficients span from 20 Hz to 120 Hz. Based on Eq. (16), a
velocity curve can be inverted, as shown in Fig. 9(b). However,
using all available frequencies is not a good strategy, because
the target object corresponds to a specific narrow frequency
range, while the low-frequency components corresponding to
the background have stronger energies, resulting in that the target
velocity variance information might be overlooked.

According to the peaks and troughs on the SPAC coefficients
shown in Fig. 9(a), we first separate the entire frequency band
into sub-bands: 20 to 35 Hz, 35 to 65 Hz, 65 to 77 Hz, 77 to
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Fig. 10. Velocity maps of the spectral components with central frequencies
of 29 Hz, 55 Hz, 70 Hz, 81 Hz and 94 Hz, respectively. (The axes follow the
direction definition in Fig. 6.)

85 Hz, 85 to 110 Hz. Fig. 10 shows velocity maps extracted from
central frequencies of 29 Hz, 55 Hz, 70 Hz, 81 Hz, and 94 Hz,
respectively. As the layered half-space model defined in [34],
cutoff frequencies of the fundamental mode can be expressed
as:

fc ≈
π

2πH
√
(1/β2

1 − 1/β2
2)

, (21)

where, β is the shear wave velocity, subscripts 1 and 2 denote
surface layer and lower half space, respectively.H is the depth of
the layered medium. For the Poisson solid, the Rayleigh wave
velocity c =

√
0.8453β [35]. Based on the velocity curve in

Fig. 9(b), the rough propagation depths of different frequency
components can be obtained: 5.02 m (29 Hz), 2.65 m (55 Hz),
2.08 m (70 Hz), 1.80 m (81 Hz), and 1.55 m (94 Hz), respectively.
Note that latter two components have a good correspondence
with the target object.

Fig. 10 shows the imaging results of different spectral com-
ponents. Note that even in the low frequency as 55 Hz, we
can still observe a pipeline shape area with relatively high
velocity compared to its surrounding area. However, in the upper
right corner, there is a high velocity anomaly, resulting in a
bad illustration of the pipeline. Considering the relationship
between frequency and depth, we infer that the high velocity
anomaly should locate a deeper place than the pipeline, but
the imaging results are deteriorated by the poor resolution of
the low-frequency components which incorporate more depths
besides the target one. The pipeline is clearly imaged using the
frequency range with a 94 Hz central frequency which shows a
good match with the map in Fig. 6. Although the upper part has
been distorted to the upper right corner, as we have seen in other
frequency components, this result has shown what we expect
that high frequency components can highlight velocity variance
caused by infrastructure in the shallow subsurface and get rid of
interferences from deeper layers.

C. Field Deployment 2: Water Leakage Monitoring

We deployed the prototype of the proposed system at
Watkinsville, GA, as shown in Fig. 11. The target underground
pipeline is located under the surface at an approximate depth
0.5 m, as the schematic map with the sensor networks is shown
in Fig. 12. Thirteen seismic nodes were used, and they formed
a seismic mesh network for communication and collaboration.
Due to SPAC constraints regarding the distance between sensor

Fig. 11. Deployment location at Watkinsville, GA. (a) The thirteen sensors
form a circular seismic survey. For illustration purposes, we only show the
geophones. (b) Injection of water into the pipeline via a hose.

Fig. 12. Schematic map of buried pipeline and the positions of the holes for
water leakage.

Fig. 13. Confidence map of the SPAC survey.

nodes, the mesh configuration must be a circular array. The
approximate distance between adjacent sensors was 3 meters;
they were located over the buried pipeline area. For illustration
purposes, we only shows the geophone locations (without other
instruments) in Fig. 11(a). Note that the instruments should be
placed over the infrastructure for the monitoring purpose.

The deployment has three stages: first, we calculate the veloc-
ity model of the dry soil without pipe buried; second, after we
buried the pipe, the near surface velocity was calculated; third,
we use the hose on the pipe, as shown in Fig. 11(b), to inject
water, after which the water leaked through the holes. We apply
the tSPAC to monitor the velocity variations over the time. The
whole deployment lasted for 4 hours.

Based on the survey design shown in Fig. 11(a), there are
multiple ways to construct correlation pairs. Thus, the correla-
tion calculation density is different for different nodes, result-
ing in different imaging confidence. We show the number of
correlation pairs in Fig. 13. The survey center has the largest
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Fig. 14. (a) Velocity structure without pipelines. (b) Velocity structure with
buried pipelines.

Fig. 15. Velocity structures after (a) one hour, (b) two hours, (c) three hours,
and (d) four hours of water leakage.

correlation density, so the confidence is the highest, and so forth
the boundaries of the survey have lower confidences. According
to the largest correlation pair number, we use 80% of the peak
pair number as a threshold to circle out a confident area. The
dished line in Fig. 13 is the 80% confidence contour, which is
also marked in the following figures.

D. tSPAC Based Water Leakage Monitoring

Based on the selected frequency range, we can generate
continuous near-surface velocity models. Fig. 14(a) shows the
initial velocity before we buried the pipe, and Fig. 14(b) shows
velocity model after the pipe was buried but before the water
injection. The velocity was originally unformly distributed, and a
velocity anomaly appeared after the pipe was buried. Subfigures
in Fig. 15 display the time variant velocity models. Because of
the water leakage, the velocity near the pipe location decreases
with the time. Notice that, because of the hole locations in the
pipe shown in Fig. 12, velocity variations are heterogeneous in
all directions and areas.

Fig. 16 shows the velocity variations on different nodes. The
solid curves correspond to the nodes within the confident zone,
while the dishes curves show the velocity changes outside the
confident zone. As we expected, in the confident zone, the
velocity changes are aligned with our understandings, but in
the boundary areas the velocity could vary randomly within a
small range or increase because of unknown reasons.

Fig. 16. Velocity changes over the 4 hours deployment at different node
locations due to the water leakage.

V. DISCUSSIONS

We have evaluated the possibility of transferring the correlated
raw waveform signals. However, the sensor network itself poses
multiple restrictions. As we are using small sensors with limited
bandwidth, transferring just short/processed information is ideal
in our case. Our sensors are based on a mesh network of devices.
The computational board of the device is a Raspberry Pi 3
which is chosen for its computational capabilities, bandwidth
and price. In a mesh network, every hop (link) between sensors
will decrease the bandwidth by half. This happens because
wireless links can only do one thing at a time - transmit or receive.
A long chain of mesh links results in a very slow connection from
end to end. Even though this estimation (half of the bandwidth
decreasing by every link) is widely accepted, in reality, other
factors impact the available bandwidth in a specific time, such
as, communication range, other networks interference, etc. The
wireless communication bandwidth of Raspberry Pi 3 is esti-
mated at ∼10 Mbps (Megabytes per second). Due to the link
number in our topology (some nodes may have 5 or 6 links,
which reduce the available bandwidth), we can reach a maximum
available bandwidth of∼2 Mbps. If we transmit correlated wave-
forms, our bandwidth can be severely affected and considerably
reduced [4]. When we transfer only processed velocities, we
save available bandwidth. So this is a trade-off that we managed
by doing an acceptable interpolation based on velocities.

Another important key point of this work is the sensor network
geometry. In SPAC, the array configuration plays an important
role. Nodes require to be placed at the same distance from a
central station. Many works have employed a circular array
based on the fundamental theory of Aki [9], with one station at
the centre of the circle and the other stations are on the circum-
ference at uniform intervals, such as a seven-station “hexagonal
array” [36], [37]. The hexagonal array has been used because
it has the advantage of yielding independent estimates of the
SPAC coefficients over radial distances simultaneously.

Additionally, a debate over the trade-off between the cen-
tralized and the decentralized approach exists. In all cases,
the centralized (also called post-processing) approach generates
better quality images because of no data loss. We have made an
extensive comparison with post-processing approaches in our
previous works [4], [7], [38]. Although the centralized image is
better in comparison with decentralized results, the difference
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is not large enough to discard the decentralized method. And
advantages of decentralized methods are significant. First, the
real-time imaging is possible as there is no need of transferring
data to a central place for post-processing; second, we can take
advantages of the computing capabilities of the smart sensors
by doing in-situ computing; and third, the network bandwidth
and communication cost of the network are preserved as only a
small amount of meaningful information is transferred, which
avoids the communication bottlenecks. In summary, even though
there is a trade-off of image quality, the advantages of the
decentralized approach outperform the post-processing.

VI. RELATED WORK

Numerous works have been developed using active seismic
and ambient noise to image subsurface structures. The major
purpose of these works is to understand underground velocities
for interpretation and exploration. Travel-time tomography (TT)
uses the earthquake event travel time information to reconstruct
a subsurface image [39]. Generally speaking, earthquake lo-
cations can be determined by inverting arrival times of body
waves measured at stations of a seismic network [40]. The
seismic event location accuracy is controlled by several factors,
including the network geometry, available phases, arrival-time
picking uncertainty [41], and accuracy of the assumed velocity
model [42]. In order to improve the imaging accuracy, station
and source terms can be accounted for [43], and hypocenters
and velocity structure can be jointly inverted [44]. Using TT,
either an active seismic source is needed or a series of local
passive seismic events happen to occur at a certain time period,
which are not convenient or possible, respectively. So, TT cannot
be directly applied to a non-intrusive detection of underground
infrastructures, like pipeline.

Extracting surface velocities, ambient noise tomography
(ANT) has been widely applied worldwide (e.g. US [45],
Asia [46], Europe [47], New Zealand and Australia [48].) An
array of seismic stations is utilized to gather all travel time mea-
surements together to improve the resolution of the tomographic
result [49]. Besides, ANT based passive seismic monitoring has
also been used for risk management and reduction in many
engineering applications. For example, a hypothetical leak of
CO2 can be detected [50]; building properties and vulnerability
for strong ground motions can be characterized [51], [52]; an
active underground mine (Garpenberg, Sweden) can be mon-
itored using ANT [53]. All these ANT-based geophysics and
engineering solutions make us argue that the ambient noise can
be treated as a new source that is economical, practical, and
particularly valuable for seismic hazard mitigation, and abnor-
mal activities detection in urban and non-urban areas. In fact,
we have shown in this paper, that ambient noise is adequate for
non-intrusive subsurface imaging of infrastructures (pipelines)
and the detection of underground velocity variations that may
represent a deterioration (leakages).

VII. CONCLUSION

In this paper, we propose a shallow subsurface imaging
technique based on DSN. The proposed method provides the

opportunity to image shallow infrastructures using passive seis-
mic waves. The principle of the proposed subsurface imaging
and monitoring is to highlight the velocity variations caused by
pipeline and the fluid leakage in the soil. The field deployments
validate our technique, and the comparison with results from
the different frequency components highlights the advantages
of using high-frequency information. In addition, according to
the water leakage detection experiment, our system generates
a promising time-lapse velocity model. Combining the imaged
pipe and velocity-reduction area, we can even further infer the
water leakage location.
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