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Abstract—Privacy breaching attacks pose considerable 
challenges in the development and deployment of Internet of 
Things (IoT) applications. Though privacy preserving data 
mining (PPDM) minimizes sensitive data disclosure probability, 
sensitive content analysis, privacy measurement and user’s 
privacy awareness issues are yet to be addressed. In this paper, 
we propose a privacy management scheme that enables the user 
to estimate the risk of sharing private data like smart meter data. 
Our focus is to develop robust sensitivity detection, analysis and 
privacy content quantification scheme from statistical disclosure 
control aspect and information theoretic 
performance results using real sensor data. 

model. We depict 

Keywords—privacy; smart 
sensitivity; Wasserstein distance; 

meter; statistical disclosure; 

I. INTRODUCTION 

IoT applications like smart home, smart energy 
management render innumerable benefits to human society. 
Sensors like smart meters collect sensitive personal 
information like detailed household energy consumption 
profile. However when such data is released to third parties, 
possibility of unintentional or malicious privacy breach like 
activity detection of the users is very high. Though released 
data can be privacy protected by standard privacy preservation 
techniques like noise addition, suppression; user or private data 
owner should also be aware of the privacy content of his/her 
sensor data. Such analysis also acts as a precursor in enforcing 
optimal privacy preservation. In this paper we present a privacy 
management scheme that detects, analyzes sensitive content of 
sensor data and measures the amount of privacy. We consider 
time-series sensor data, though proposed scheme is generic in 
nature. Without loss of generality, we consider smart meter 
data for analysis and assume appliance load change recovery 
and peak load monitoring as privacy threats and main privacy 
violators. Our scheme has two distinct components. First we 
detect and analyze the sensitivity in typical sensor dataset using 
robust statistical method. Then we measure the privacy content 
of the sensor dataset using information theoretic model that is 
consistent with analytical reasoning. We perform experimental 
tests using real sensor data [1] and compare our results with 
relevant techniques [2-3].  

II. SENSTIVITY DETECTION AND ANALYSIS 

We define sensitivity as statistical anomalies in the sensor 
data that describe the presence of unusual or unanticipated 
events. Most of the relevant proposed schemes are either 
completely dependent on the application use case (intrusive) 
[4] or totally independent [2 – 3] (rudimentary). We propose 

an unobtrusive sensitivity detection and analysis algorithm 
that discovers the anomaly points in sensor dataset (��)while 
optimizing the masking and swamping effects. The pattern of 
� over a large time period may show periodic and predictable 
pattern, few anomalies would provide hint of existence of 
private events. Firstly, the distribution pattern of ��, � = 

is derived using fourth order statistical� , � = 1, 2, … 
moment (kurtosis, ). When > 3 (leptokurtic), Rosner 
filtering is executed to minimize swamping effect [5 – 6]. 
Unlike in traditional outlier detection tests or clustering 
algorithms, we need not specify the number of sensitive points 
apriori. Given the upper bound, Φ, Φnumber of backward 
selection tests are performed to identify initial anomalies, �� , 
i= 1, 2, …, Φ with respect to median deviation. Accordingly, 

critical values are computed as:Φ 
(���)��,����� 

is the 100p�� = �/�, ��,� 
�������� ��,������(��� �)� 

percentage point from the student’s t distribution with � 
�

degrees of freedom and � = 1 − . Sensitive points
�(��� �)

in �� are the largest i such that �� > ��. Appropriate values of 
Φ and are chosen, which are derived from application �
metadata to preserve the generic nature, while capturing the 
properties of particular sensor application. For example, we 
choose Φ = 0.3 × |��|, which is a very conservative estimate. 
When ≤ 3, Hampel filter is employed to detect sensitive 
points so that masking effect is minimized. We test sensitivity 
detection and analysis outcome using real smart meter data, 
REDD dataset [1] and the result is shown in figure 1. 

Fig. 1. Sensitivity detection and analysis 

We can prove that our proposed scheme has better 
detection capability with optimal masking and swamping 
effects when compared with [2– 3] using different measures 
like Mahalanobis distance, KullbackLeibler (KL) divergence. 
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For example, KL divergence of our scheme is more than that 
of [2– 3] and Sanov’s theorem from large deviation theory 
shows more KL divergence means more detection capability. 

III. PRIVACY MEASUREMENT AND QUANTIFICATION 

Privacy measurement and quantification scheme is 
computed based on statistical and information theoretic model. 
Our objective is to derive privacy measure from fundamental 
principle for disambiguation of privacy measure among 
different privacy preservation guarantees like k-anonymity, l-
diversity. Below we describe our proposed scheme. Functional 
block diagram is shown in figure 2. 

A. Privacy measurement 

Consider be the sensitive part of � and � be the non-� 
sensitive part; � = We define privacy measure (��) as� ∪ �. 
the amount of difficulty to infer �, i.e. how much the 
probability of finding �, given �, i.e. the information leakage 
transfer function Υ�,�: � → � and Υ�,� = �� = 
∑

|�| 
��(��.) ���� 

�
�� � �� ���.�. In [7], such metric is derived using mutual 

∑
|�| 

��(��.) ���� 
� 

�� � �� ���.� 

information �(�, �). As � ∈ �, leakage function ��,� = �(�, �)
would indicate the maxima. 

Privacy �� 

measurement ��[1, 5]
Privacy 

Quantification 
User’s decision 

on release of 
�, � 

Statistical 
compensation 

�� 
�� 1/0 private data 

�� 

Privacy 
Decision Third party 

applications 

Fig. 2. Privacy measurement, quantification, user decision 

B. Statistical compensation 

In order to enhance privacy measurement and 
quantification accuracy, statistical compensation due to 
statistical relation between S and� is computed. Here, two-
sample Kolmogorov-Smirnov (KS) test of S and� is performed. 
KS test is a nonparametric hypothesis test that evaluates the 
difference between the Cumulative Distribution Functions 
(CDFs) It computes under the null hypothesis that S and� are.
drawn from the same distribution. When KS-test accepts null 
hypotheses, statistical compensation �� = 1. When KS-test 
rejects null hypotheses, we propose L1-Wasserstein metric 
between estimate statistical misfit or�, ��� �,��to 
compensation �� = � �,�. Wasserstein distance quantifies the 
numerical cost with respect to distribution dissimilarity 
between pair of distributions, defined for �, � ∈ Ω : 

� �,� ≔ inf�∈� (�,�) ∫ |� − �|��(�, �), � ∈ �, � ∈ � 
� 

is not straightforward for implementation, weAs � �,�

choose closed solution considering CDFs of �, � as [8]: 

� 
where�, � be the� �,� = ∫ |���(�) − ���(�)|��,

�
distribution functions of �, �. 

C. Privacy quantification 

Logically, privacy quantification�� =�� ∧ �� . 
Algebraically, �� =�� × �� .With��[0, 1], we scale �� as 

with high magnitude of ���� ⟼ ��� × 5�: �� = [1, 5], 
signifies more privacy risk probability in �. 

We depict in figure 3 the outcome of privacy quantification 
of our method comparing with [2 -3] using REDD dataset. We 
compute privacy measure of four equal parts of the day. 
However, efficacy of the proposed scheme can be established 
by measuring the privacy risk probability when an attack with 
standard disaggregation or NILM (Non-Intrusive Load 
Monitoring) is launched, which is our future research scope. 

Fig. 3. Privacy measure outcome 

D. Privacy decision 

Privacy quantification enables the users to decide whether 
to share its private sensor data to avail third party applications. 
When affirmative, �� is computed and shared to third parties. 

Here, � 
�
�

� 
�� using standard PPDM, where �� is the privacy�

preserved sensor data. Informally, the strength of perturbation 
or generalization of PPDM scheme is proportional to ρ�.For 

example, if �� � + �, � = f�ρ��or l-diversity of � would= 
be l = g�ρ��. 
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