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Before citizens and consumers can trust the infrastructure of the Internet of 
Things (IoT), they must feel that their personal data are protected. Thus, legal 
frameworks regarding data protection will need to be adjusted. 

T he future will be rich with sensors capable 
of collecting vast amounts of information. 
The Internet will be almost fused with the 

physical world as the Internet of Things (IoT) 
becomes a reality. Although it’s just beginning, 
experts estimate that by the end of 2015 there 
will be around 25 billion “things” connected to 
the global Internet. By 2025, the estimated num-
ber of connected devices should reach 100 billion. 
These estimates include smartphones, vehicles, 
appliances, and industrial equipment. Privacy, 
security, and safety fears grow as the IoT creates 
conditions for increasing surveillance by govern-
ments and corporations. So the question is: Will 
the IoT be good for the many, or the mighty few? 

While technological aspects of the IoT have 
been extensively published in the technical lit-
erature, few studies have addressed the IoT’s 
social and political impacts.1,2 Two studies have 
shed light on challenges for the future with the 
IoT. In 2013, the European Commission (EC) 
published a study2 focusing on relevant aspects 
for possible IoT governance regimes. The EC 
report identifed many challenges for IoT gov-
ernance — namely privacy, security, ethics, and 
competition. In 2015, the US Federal Trade Com-
mission (FTC) published the FTC Staff Report3 

The Internet of Things: Privacy and Security in 
a Connected World. Although the report empha-
sizes the various benefts that the IoT will bring 
to consumers and citizens, it acknowledges that 
there are many risks associated with deploying 
IoT-based applications, especially in the realm 
of privacy and security. 

One way of addressing these concerns is to 
think of IoT governance mechanisms. Thus, here 
we discuss some issues associated with gover-
nance of the IoT. 

Risks for Citizens and Consumers 
The recent development of privacy and data 
protection legislation can be seen as a function 
of scale. As the amount of personal data that’s 
gathered and processed increases, new services 
and possibilities for their use are brought to life. 
Meanwhile, the way we think and feel about 
privacy isn’t static. Historically, this movement 
caused the privacy and data protection regula-
tory framework to reinvent itself each time there 
was a major change in the quantity of personal 
data possible to be processed. Automated data 
processing caused classical privacy legislation to 
develop into the data protection legal frameworks 
now present in several countries.4 

In the IoT, where objects interact between 
themselves without requiring human com-
mands, people are also affected. Even in the case 
of applications that don’t directly target human 
beings, such as an industrial process in a fac-
tory, indirect information about humans can 
be collected and inferred. For a vast number of 
cases, the availability of devices and sensors 
in an environment can drastically increase the 
amount of personal data being gathered. That 
contributes to blurring the boundaries between 
a “physical world” and cyberspace, in the sense 
that many actions we perform will be monitored, 
recorded, and used. 
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In fact (and more specifcally), the 
boundaries between IoT and surveil-
lance may also blur and, ultimately, 
vanish if initiatives to protect privacy 
aren’t in place. The negative impact 
of IoT on society may be aggravated 
as data from sensors are used together 
with personal data already available, 
and foster a number of correlations 
and data crossings that can performed 
without any kind of control. This will 
also be facilitated by the increasing 
effciency of techniques of re-identi-
fcation of anonymized data. 

Increasingly we see that IoT is, 
in fact, directly related and inter-
twined with human beings.5 In its 
opinion on IoT, the Article 29 Work-
ing Party — a group of European data 
protection authorities — has focused 
on three developments of IoT that 
relate directly with the rights of indi-
viduals: wearable devices, quantifed 
self (devices that track and record 
aspects of someone’s life), and dobot-
ics (devices with sensors used in home 
automation). 

Some emerging privacy issues are 
related to the spread of sensors, par-
ticularly because their use will result 
not only in more data being collected 
but also in the increasing accuracy of 
the collected data. In this sense, for 
example, a movement sensor pres-
ent in a smartphone is often precise 
enough to capture delicate patterns 
of its user’s movement, producing 
data that can be used to evaluate 
his health, habits, and so on, with 
an unprecedented degree of preci-
sion. Another example is in the auto-
mobile industry, with the increased 
computing in cars6 that makes it pos-
sible to register driver’s every moves. 
While such data could make driving 
safer and more effcient, it also can 
become a source of sensitive informa-
tion about the driver, her habits, her 
physical condition, and so on. There 
are similar dilemmas in several other 
examples, such as with smart meters 
in smart-grid applications, and in 
projects of so-called smart cities. In 

short, IoT allows for deeper scrutiny 
of individuals than ever before. 

The plethora of potential risks 
posed by IoT isn’t restricted at all to 
privacy ones, as strict security risks 
can be identifed as well. For instance, 
in the case of smart cities, where sen-
sors can control almost everything, 
from water management to power 
networks, hackers and attackers may 
fnd vulnerabilities to harm large 
parts of cities. Other risks could be 
directly related to individuals4 — such 
as risks from misusing and manipu-
lating IoT objects. Examples include 
manipulating the critical driving ele-
ments of a smart car or medical con-
nected devices that provide a patient 
with precise doses of medicine. 

Principles to Protect 
Citizens and Consumers 
To protect citizen’s personal data and 
to build people’s trust in the IoT infra-
structure, legal frameworks regard-
ing data protection must be adjusted 
according to the nature of these new 
technologies. Let’s focus on four prin-
ciples that we can use to construct 
rules and norms for deploying IoT 
applications: 

 notice and choice; 
 data minimization; 
 access to personal data; and 
 accountability. 

The notion of notice and consent 
is one of the most intricate to work 
with. Its general formulation refers 
to a statement and a menu of choices 
presented to the citizen to decide how 
she would like her data handled. In 
IoT, though, there’s hardly any formal 
interface between sensors and citi-
zens. In addition, attempts to build a 
traditional notice and choice environ-
ment could lead to failures, due to the 
scale and capillarity of the IoT sensors 
and devices. 

The lack of user interface and the 
sheer number of sensors makes tra-
ditional notice and choice systems 

diffcult to implement in IoT, and the 
fact that there’s an increasing num-
ber of actors in the IoT ecosystem 
who might be able to access sensor 
data (for instance, on several occa-
sions, its manufacturers) shall compel 
IoT applications to explore various 
possibilities to provide citizens with 
meaningful information about the 
data being gathered, who is responsi-
ble for it, and how citizens can easily 
demand their rights about these data. 

The principle of data minimiza-
tion — collecting as little personal 
data as possible — is usually regarded 
as paradoxical with IoT, where sen-
sors generally monitor as much data 
as possible. A standard sensor gener-
ally aims for simplicity and energy 
effciency, focusing on gathering data 
in an effcient way. This leads to the 
question of whether data that can be 
collected must be collected. Given the 
diffculty to regulate the gathering of 
data by sensors with little capacity to 
limit themselves, attempts to exercise 
this kind of control will be directed 
to other elements of the IoT ecosys-
tem. This also raises questions about 
liability for designing and control-
ling data collections systems. Those 
involved should be accountable for 
data misuse. 

Going a bit further, other ele-
ments and actors in IoT governance 
can be called to their duties. As stated 
in the EC report,2 there’s widespread 
agreement on the need for companies 
manufacturing IoT devices to incor-
porate reasonable security into these 
devices. Also, rigorous security valid-
ity checks, authentication procedures, 
and data verifcation will be part of 
the foundation of IoT applications. 
The inclusion of the manufacturers 
in the IoT regulation process depends 
on a global view that includes not 
only IoT norms and rules but also 
the privacy governance process in 
cyberspace. 

As with any other personal data 
collected by third parties, personal 
data monitored by IoT devices must 
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Internet Governance 

Organization Names and Acronyms 

The following are a list of names and acronyms for some of the organizations 
mentioned in this article. 

ICANN Internet Assigned Numbers Authority 
IETF Internet Engineering Task 
IGF Internet Governance Forum 
ISOC Internet Society 
RIR Regional Internet Registries 
W3C World Wide Web Consortium 

be available to the data owner in 
order for him to exercise his right 
of access. This is only possible when 
there’s transparency in the data col-
lection process, along with clear indi-
cations of who is responsible for data 
treatment in the IoT ecosystem. 

In this sense — in recognizing the 
need to provide accountability for 
the several actors present in the IoT 
ecosystem — some options are being 
considered, such as the introduction 
of trusted third parties (eventually 
located outside IoT ecosystems) that 
can provide for information and also 
gather the options and consent of cit-
izens whose personal data might be 
collected and used. 

Role of Governance in IoT 
A classical defnition for Internet 
governance7 is the development and 
application by governments, the pri-
vate sector, and civil society (in their 
respective roles) of shared principles, 
norms, rules, decision-making pro-
cedures, and programs that shape 
the Internet’s evolution and use. The 
question that naturally arises is: Does 
the IoT need new mechanisms for its 
governance, or are the existing Inter-
net governance bodies8 and rules 
suffcient? It seems evident that IoT 
governance shouldn’t be discussed in 
a separate or isolated way from the 
general Internet. Several IoT prob-
lems (such as security, interoperability 
standards, and protocols) might have 
solutions through the implementation 
of governance mechanisms, as occurs 
with the general Internet. One possible 

path to the future is to broaden the 
discussion around IOT governance, 
involving multistakeholder groups, in 
order to represent multiple views on 
IoT problems and issues. The existing 
Internet governance ecosystem (IETF, 
ICANN, RIRs, ISOC, IEEE, IGF, and 
W3C) is an adequate space to discuss 
IOT-related governance issues. 

T he nature of privacy and security 
problems4,9 frequently associated 

with the IoT indicates that further 
research, analysis, and discussion are 
needed to identify possible solutions. 
First, the introduction of security and 
privacy elements in the very design 
of sensors, implementing Privacy by 
Design, must be taken into account 
for outcomes such as the homologa-
tion process of sensors by competent 
authorities. Even if the privacy gover-
nance of IoT can oversee the control 
centers for collected data, we must 
develop concrete means to set limits 
on the amount or nature of the per-
sonal data collected. 

Other critical issues regard noti-
fcation and consent. If, from one 
side, it’s true that several sensors are 
already collecting as much personal 
data as possible, something must be 
done to increase citizens’ aware-
ness of these data collection pro-
cesses. Citizens must have means to 
take measures to protect their rights 
whenever necessary. If future sce-
narios indicate the inadequacy of a 
mere notice-and-consent approach, 
alternatives must be presented so 

that the individual’s autonomy isn’t 
eroded. 

As with other technologies that aim 
to change human life, the IoT must be 
in all respects designed with people as 
its central focus. Privacy and ethics 
aren’t natural aspects to be considered 
in technology’s agenda. However, these 
features are essential to build the neces-
sary trust in an IoT ecosystem, making 
it compatible with human rights and 
ensuring that it’s drafted at the measure, 
and not at the expense, of people. 
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